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Annotation. In this paper, modified version of the Fast Haar Transform algorithm is 

developed, and its impact on computational efficiency and memory requirements is analyzed. 

Unlike the traditional Fast Haar Transform algorithm, which performs calculations based on 

two-node structures, the improved algorithm utilizes four-node structures simultaneously to 

determine spectral coefficients. This enhanced approach reduces the number of iterations, 

optimizes redundant computations, and minimizes memory consumption. The modified Fast 

Haar Transform algorithm is represented in both graph-based and matrix-based forms, and a 

comparative analysis with the conventional Fast Haar Transform is provided. 
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Introduction 

One of the fundamental stages in digital signal and image processing is transforming the 

data into its spectral representation and subsequently extracting the required components. Fast 

transform algorithms serve as essential tools for these processes. The Fast Haar Transform 

(FHT) is widely used in digital processing systems due to its simplicity and computational 

speed. However, certain limitations of the conventional Fast Haar Transform—particularly 

redundant computations and high memory requirements—necessitate improvements. In this 

paper, a Modified Fast Haar Transform (MFHT) developed by the author is proposed. Unlike 

the traditional two-node approach, the proposed method increases efficiency by performing 

computations simultaneously based on four-node structures [1-5,8]. 

Main Part 

In the standard Fast Haar Transform algorithm, computations are performed using two-

node structures. That is, the sum of two consecutive signal values yields the next iteration’s 

approximation (sum) coefficient, while their difference gives the spectral (detail) coefficient. 

This study explores the implementation of the Haar transform using four-node structures to 

compute spectral coefficients. This method reduces the number of redundant operations and 
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memory requirements during the spectral coefficient computation. Additionally, some 

intermediate sum coefficients can be bypassed. For signals with large input values, the 

computation of spectral coefficients via the Haar transform does not require approximation 

coefficients except in the final iteration [3,6,9]. 

 

Figure 1. Graph of the Modified Fast Haar Transform 

Figure 1 presents the graph of the MFHT developed by the author for a signal of length 

N = 16, utilizing four-node structures simultaneously during computation. In this graph, the 

number of iterations is defined by the formula k = log₄N. 

The MFHT can also be implemented using a matrix formulation as follows [7,9]: 
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In general, for a signal with N input values, the MFHT algorithm can be defined as 

follows. 

For the coefficients at each iteration: 

Xj(i) = Xj−1(4i) + Xj−1(4i + 1) + Xj−1(4i + 2) + Xj−1(4i + 3) 

C (i +
N

4
) = Xj−1(4i) + Xj−1(4i + 1) − Xj−1(4i + 2) − Xj−1(4i + 3) 

C (i +
N

2
) = Xj−1(4i) − (4i + 1) 

C (i +
3N

4
) = Xj−1(4i + 2) − (4i + 3) 

Here is i = 0,1,… , 4p−1;  p = k,… , 1; j = 0, 1,… , k;  k = log4N 

If the value of N is divisible by 4, all required coefficients can be obtained at each iteration 

step by applying a four-node computation algorithm. If N is only divisible by 2, a similar 

approach can be used, but a two-node computation algorithm must be applied in the final 

iteration step [8]. 

Results 

Compared to the standard FHT algorithm, the MFHT algorithm reduces the number of 

iterations by half. This reduction in the number of iterations leads to a decrease in the number 

of redundant calculations required to compute the Haar coefficients. In the standard FHT, the 
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number of redundant operations is equal to (N – 1), whereas in the MFHT, it is reduced to (N 

– 1) / 3. 

Table 1. 

Comparison table of fast transform algorithms 

№ 
Type of 

Algorithm  

Number of iterations of the algorithm 

N 

One-

dimensional 

N=1024 

Two-

dimensional 

N=1024x10

24 

1 FHT N 1024 2 095 104 

2 MFHT N/3 341 698 368 

 

Table1 compares the number of iterations performed by the FHT and the MFHT 

algorithms for one-dimensional signals (N = 1024) and two-dimensional signals (N = 1024 × 

1024). 

The FHT is a conventional algorithm that requires a full 1024 iterations for a signal with 

1024 elements. In the two-dimensional case, the number of iterations reaches 2,095,104. 

In contrast, the MFHT is an enhanced algorithm that operates based on four-node 

structures. It reduces the number of iterations by nearly a factor of three - requiring only 341 

iterations instead of 1024, and 698,368 iterations in the two-dimensional case. 

Conclusion 

The MFHT algorithm proposed in this study has shown a significant improvement in 

computational efficiency compared to the conventional FHT. As demonstrated in Table 1, for 

a one-dimensional signal of size N = 1024, the MFHT reduced the number of required iterations 

from 1024 to 341. Similarly, for two-dimensional signals of size 1024 × 1024, the number of 

iterations decreased from 2,095,104 to 698,368. This reflects an approximate threefold 

reduction in computational workload. Such a reduction directly impacts the number of 

redundant operations required for computing spectral coefficients, thereby optimizing 

execution time and lowering memory usage. The modified algorithm achieves this efficiency 
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by replacing the traditional two-node structure with a four-node structure in each iteration, 

effectively reducing the depth of iteration and improving data throughput. 

Furthermore, the algorithm's flexibility is enhanced through its graph-based 

representation and matrix formulation, which make it highly adaptable for software and 

hardware implementations. This also facilitates easier integration into embedded systems and 

real-time signal processing platforms. In particular, when the number of input signal elements 

is divisible by 4, the Modified Fast Haar Transform achieves its maximum performance, 

making it especially well-suited for applications in digital signal and image processing, real-

time filtering, compression, and feature extraction tasks. 

In summary, the MFHT algorithm provides a computationally efficient, scalable, and 

practical solution that addresses the limitations of traditional FHT and is highly applicable in 

time-critical and resource-constrained signal processing systems. 
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