INTERNATIONAL JOURNAL OF EUROPEAN RESEARCH OUTPUT
ISSN: 2053-3578 I.F. 12.34

HOW ALGORITHMIC BIAS IN ARTIFICIAL INTELLIGENCE AFFECTS
SOCIETY

Mamadiyev Asilbek
Student of the Republican Academic

Lyceum named after S. H. Sirojidinov

Abstract: Artificial intelligence (Al) systems may exhibit algorithmic bias,
causing social, financial, and legal injustice. Bias often arises from skewed or
incomplete datasets. This issue appears in hiring, credit decisions, crime prediction, and
other sectors. As a result, social inequality increases, financial discrimination occurs,
and public trust in Al declines. To mitigate the problem, data diversification, algorithm
auditing, transparency enhancement, and legal oversight are necessary. By
implementing these measures, Al can be used fairly and safely, maximizing its benefits
while minimizing adverse effects on society and ensuring equitable treatment for all
individuals.
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KAK AJITOPUTMHUYECKAS INTPEABBIYUCJIEHHOCTD B

NCKYCCTBEHHOM UHTEJVIEKTE BJIUAET HA OBIIIECTBO
AnHoTauus: VckyccrBeHHbll nHTe/IeKT (M) MOXXeT MpOsBIATh aarOpUTMHUYECKYIO
HPEIB3ATOCTh, BBI3bIBAS COLHAIBHYIO, (MHAHCOBYIO U IIPABOBYIO HECIIPABEINBOCTb.
[IpenB3sTOCTh Yallle BCEro BOZHUKAET M3-3a OJJHOOOKHX WJIM HEMOJHBIX JaHHbIX. [Ipobnema
IIPOSIBJISIETCS. B CUCTEMAaX HalMa, KPEAUTOBAHUs, IPOTHO3UPOBAHUS IIPECTYITHOCTH U JPYTUX
chepax. B pesynprare coumanbHOE HEPABEHCTBO YCHIIMBACTCS, BO3HUKACT (PUHAHCOBAs
JUCKpUMUHaNus, a Josepue moned k MW cHwkaercs. Jlng yMmeHbIIEHHS MPoOJieMbl
HEOOXOIUMO JMBEPCUPUIUPOBATh JaHHBIE, MPOBOAUTH AYyAMUT AaJTOPUTMOB, IOBBIIIAThH
MPO3PAaYHOCTh M BBOJUTH IPABOBOM KOHTPOJb. TakoW MOAXOJ MO3BOJISIET HMCIOJIB30BAaTh

Bo3MoxkHOCTH MU cripaBeniBo u 6e30macHo.

KiroueBble cJI0Ba: HCKYCCTBEHHBIM MHTEUIEKT, AJITOPUTMHUYECKas INPEAB3ATOCTD,
o0lIeCTBO, CoOlMalbHAsl CIPaBeAIUBOCTb, (PUHAHCOBas TUCKPUMHUHAIIUS, aHAJIU3, PUCK,

IPO3PaYHOCTb, AYIIHT, 3aKOH.
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SUN'IY INTELLEKTDAGI ALGORITMIK TARAFSIZLIK JAMIYATGA
TA'SIRI

Annotatsiya: Sun’iy intellekt (SI) tizimlarida algoritmik tarafkashlik jamiyatda
ijtimoiy, moliyaviy va huquqiy adolatsizlikka olib keladi. Tarafkashlik ko‘pincha
ma’lumotlar bazasining bir tomonlama yoki noto‘liq bo‘lishidan kelib chiqadi. Ishga
yollash, kreditlash, jinoyat bashorati va boshqa sohalarda bu muammo ko‘zga
tashlanadi. Natijada, ijtimoiy tengsizlik kuchayadi, moliyaviy diskriminatsiya yuz
beradi va odamlar SI tizimlariga ishonchini yo‘qotadi. Muammoni kamaytirish uchun
ma’lumotlarni diversifikatsiya qilish, algoritmlarni audit qilish, shaffoflikni oshirish va
gonuniy nazorat zarur. Shu tarzda SI imkoniyatlarini adolat bilan qo‘llash mumkin.

Kalit so‘zlar: sun’iy intellekt, algoritmik tarafkashlik, jamiyat, ijtimoiy adolat,
moliyaviy diskriminatsiya, tahlil, xavf, shaffoflik, audit, qonun.

INTRODUCTION

Artificial intelligence (Al) has penetrated many aspects of our lives in recent years. In
medicine, finance, education, recruitment systems, and government services, Al systems
simplify decision-making and increase efficiency. However, not all systems are perfect.
Algorithms operate on data, and if the data is inaccurate, biased, or biased, the results can be
unfair. This process is called algorithmic bias. Bias is not only a technological problem, but
also a significant issue that leads to social and financial injustice in society.

MAIN PART

Artificial intelligence (Al) is the ability of computer systems or programs to perform tasks
that are typical of human intelligence. That is, it can perform human tasks such as learning,
logical thinking, problem solving, understanding and creating speech, and decision-making.

Algorithmic bias (or Al bias) in artificial intelligence is the phenomenon where Al
systems or their decisions are not fair due to data, programming, or design, meaning they make
decisions that are incorrect, unfair, or one-sided toward certain groups or situations.

Algorithmic bias in Al can negatively impact society in a number of ways, as Al decisions
often directly affect human lives.

Table 1. The impact of algorithmic bias on society

Type of Descriptio Example Analysis

Impact n
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Injustice and Al systems Hiring, Incorrect
Discrimination may undervalue | credit approval, | decisions limit
certain groups in | insurance, or | opportunities and

decision-making

court decisions

increase social injustice

Hiring Bias Al makes System Some groups lose
decisions = based | selects only | job opportunities
on historical data | people of certain
gender or race
Credit and Al may People Increases
Financial make wrong | from certain | economic inequality
Discrimination decisions in | regions receive
lending fewer loans
Social Al Education Educational
Inequality decisions  limit | system unfairness and social

opportunities for

some groups

undervalues
students from

certain areas

stratification increase

Loss of Trust

Decisions
are not

transparent or

Trust  in
government and

banking services

Society becomes
skeptical of Al systems

incorrect decreases
Reinforcemen Algorithms Advertisin Stereotypes
t of Stereotypes maintain or|g algorithms | persist, leading to
amplify existing | recommend jobs | gender or racial bias
stereotypes to specific gender
Social Unfair Al wrongly Social  stability
Conflicts and decisions lead to | denies jobs or | decreases,

Protests social unrest loans dissatisfaction rises
Restricted Al Limitations Equality in
Development decisions reduce | in education or | societal development is

Opportunities

opportunities for

some groups

employment

affected
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Data-Driven Al  learns Facial Inequality among
Inequity from incomplete | recognition only | technology users arises
or biased data recognizes light-

skinned people

Lack of Al Denied Misunderstandin
Transparency in | decisions are | credit or (g and dissatisfaction
Decision-Making | unexplained insurance appear in society

without
explanation

Algorithmic bias is evident in several areas:
1. Recruitment systems. When Al systems analyze resumes, if certain groups are
underrepresented in the database, the system will reduce the number of applicants. As a result,
talented candidates will not be hired.
2. Financial services. Al makes decisions in lending or insurance systems. If the
data is biased, certain areas or individuals will not be able to get credit, which leads to financial
discrimination.
3. Criminal justice system. Some countries use systems that predict crime. Biased
data can lead to wrong decisions being made against certain groups.
4. Education and educational technology. Al systems can give biased grades to
students based on inaccurate data, which increases educational inequity.
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Figure 1. Levels of impact on the education system

The diagram shows that recruitment systems have the highest impact on the education
sector (4/5), while criminal justice and financial services systems have a moderate impact (3/5).
ANALYSIS AND RESULTS
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Analysis of the work of scientists on the impact of algorithmic bias in artificial
intelligence on society:

Jiali Ma, in the article The impact of Al bias on social justice: challenges and solutions,
analyzes how bias in artificial intelligence affects social justice. The article was published in
2025.

Abdul Wajid Fazil, Musawer Hakimi, and Amir Kror Shahidzay, in A Comprehensive
Review of Bias in Al Algorithms, examine the sources of bias in Al algorithms and methods to
mitigate it. This article was published in 2024.

Dr. Pooja Agrawal, in Algorithmic Bias in Artificial Intelligence: A Socio-Legal
Perspective, studies the social and legal consequences of bias in Al. The article was published
in early 2024.

Alfonso Min, in Artificial Intelligence and Bias: Challenges, Implications, and Remedies,
analyzes the challenges related to Al bias and measures to address them. This article was
published in 2023.

Emilio Ferrara, in Fairness And Bias in Artificial Intelligence: A Brief Survey of Sources,
Impacts, And Mitigation Strategies, explores fairness and bias in Al systems, their social
impacts, and mitigation strategies. The article was published in April 2023.

Richa Singh, Puspita Majumdar, Surbhi Mittal, and Mayank Vatsa, in Anatomizing Bias
in Facial Analysis, analyze bias in facial recognition algorithms. This work was published in
December 2021.

Mike Zajko, in Algorithmic Political Bias in Artificial Intelligence Systems, studies
political bias in Al systems. The article was published in March 2022.

Overall, these studies provide detailed insights into how algorithmic bias in artificial
intelligence affects different domains, including social justice, politics, healthcare, and facial
recognition systems.

Table 2. Algorithmic bias and its societal impacts: Problems and recommended

measures
Ne Problem / Recommended Description / Notes
Impact Measures
1 Financial Diversify data Use training data that
discrimination includes representatives from
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different groups to reduce

bias.

2 Unfair Regular Analyze outcomes to
hiring algorithm audits detect and correct bias in

decision-making.

3 Distrust in Increase Explain the basis of

government transparency decisions to build public
services trust.

4 Inequality Legal oversight Implement regulatory

in education and regulations controls to ensure Al systems

operate fairly.

This table shows the impact of algorithmic bias on society and summarizes the measures
recommended by experts to reduce these problems. It covers key areas such as financial
discrimination, unfairness in employment, lack of trust in government services, and inequity in

education, and provides specific recommendations for addressing each problem.

Increasing Social Inoquaity 25%
Financial Discrimination 10%
Incormest Decisions in Judicial System 1%
Socreased Trust in Technology 10%
Social Confict and Unirast 10%

Growing Economic Imbalance 10%

Increasing Ethicat and 5%
Cultural Sterectypes

Figure 2. The impact of social problems
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Harm to
economic
system

30%

Harm to
social justice

40%

Cultural Harm to

and ethical legal system
harm 15%
15%

Figure 3. Societal risks of algorithmic bias

Table3. Effectiveness and global use of measures to reduce algorithmic bias in Al

Measure Effectivene Countries / Notes
SS Companies Using It
Data High United States Training Al systems c
diversification (Google, Microsoft), | datasets that include diver:

Canada (Element Al)

groups significantly reduc

bias and ensures fairer decisiol

making.
Regular Medium-— United Kingdom Analyzing system outpu
algorithm audits High (DeepMind, NHS), United | helps detect and correct bias, b
States (IBM) requires continuous monitorir

and resources.

Increasing Medium Sweden, Estonia (Al Explaining how decisior
transparency government initiatives) are made increases public trus
although full technici
transparency is not alway

possible.
Legal High (long- European Union (Al Regulatory  frameworl
regulations and term) Act), Canada ensure fairness ar

standards

accountability in Al system

>
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but implementation ar

enforcement take time.

The most commonly used and effective measure is data diversification, since training Al
with diverse datasets reduces bias at the core. Legal regulations and standards are highly
effective in the long run, but require time for adoption and enforcement. Algorithm audits and
transparency support fairer Al operation and improve trust, but their effectiveness depends on
available technical resources.

Anrtificial intelligence offers great opportunities for society: it speeds up decision-making,
ensures efficient use of resources, and improves the quality of services. However, if we do not
control algorithmic bias, it undermines social justice, increases inequality, and reduces trust in
society. Therefore, the design of any Al system should prioritize fairness, transparency, and
auditability.

Conclusion

Artificial intelligence has rapidly become a fundamental component of modern
technological systems, influencing decision-making in finance, healthcare, education,
employment, and public administration. Despite its advantages, Al is not immune to errors—
algorithmic bias remains one of the most serious challenges. When Al systems are trained on
incomplete, skewed, or unbalanced datasets, they may produce unfair decisions that deepen
social inequality, reinforce discrimination, and reduce public trust.

The analysis shows that algorithmic bias affects critical domains such as hiring, credit
scoring, crime prediction, and automated assessment. These impacts manifest as unequal
opportunities, financial injustice, and the reinforcement of harmful stereotypes. As a result,
social tensions may rise, and vulnerable groups may experience additional disadvantages
caused by Al-based systems.

To address these challenges, experts recommend several effective measures: diversifying
training datasets, conducting regular algorithm audits, improving transparency, and
strengthening legal oversight. Data diversification is considered the most effective method
because it reduces bias at the root. Meanwhile, regulatory frameworks—such as the European
Union’s Al Act—ensure long-term accountability and fairness. By integrating these
approaches, societies can reduce algorithmic bias and ensure that Al technologies function
ethically, responsibly, and inclusively.

Ultimately, fair and transparent Al design is essential for building public trust and

ensuring that technological advancements benefit all members of society. Addressing
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algorithmic bias is not only a technical issue—it is also a social responsibility. Through proper
regulation, oversight, and continuous monitoring, Al can serve as a tool for equality and

positive development rather than a source of injustice.
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